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Abstract 
 

Although the multiple regression method has been applied to exploratory research on most tourism studies, there is lack of 
understanding on studies that present a well-justified rationale in choosing a robust statistical tool for data analysis. This 
research note aims to review why tourism researchers are encouraged to use the Partial Least Squares Structural Equation 
Modelling (PLS-SEM) method to address this research problem. This article provides rationale, comparisons among 
techniques for multiple regression-based papers and suggestions for tourism researchers to justify why PLS-SEM is important 
for exploratory studies. 
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Introduction 
A considerable amount of literature using the PLS-SEM 
method has been published in top rank tourism 
journals, such as the Journal of Travel Research, 
Tourism Management and Tourism Economics 
(Sarstedt et al., 2020). This trend aligns with the growth 
of quantitative research publications based on multiple 
regression analysis in the tourism discipline. Whilst the 
PLS-SEM has been mainly considered as a tool for the 
complex-inter relationship between endogenous and 
exogenous variables in the research framework model, 
there are many papers that have not presented a strong 
justification on why they should choose the PLS-SEM 
method.  

Understanding the nature, problem and method in 
research, including its data analytical tool, is a 
fundamental key in the robustness of research. 
Selecting an inaccurate method for research could 
result in misleading interpretations, findings and 
analyses. This is most likely true for most quantitative 
research studies that adapted a multiple regression 
analysis method, particularly in tourism studies. It is 
important to gain a better insight on the nature of 
research, rationale, and justification in order to choose 

a structural equation modelling for a complex research 
framework model in the tourism discipline. 

Structural Equation Modelling in Tourism Research 
and Theory Development 
Most tourism studies are exploratory-based research 
papers in nature (i.e., Devianto, Ridho, Maryati, & 
Lenggogeni, 2019; Filimonau & Mika, 2019; Mason, 

Augustyn, & Seakhoa‐King, 2010; Nunkoo & 
Ramkissoon, 2011). There are many development 
research theories, such as a new scale development in 
tourism study (for instance, Lenggogeni, Ritchie, & 
Slaughter, 2019), which is often applied in the complex 
multiple regression-based research framework 
(Lenggogeni, 2015; Lenggogeni & Saito, 2018). 

There are different approaches to regression-based 
research models that might considerably be useful for 
tourism researchers in addressing research problems. 
They are categorized into first generation (multiple 
regression) and second generation (Structural 
Equation Modelling) models (Lowry & Gaskin, 2014; 
Muthén, 2001). These approaches are frequently used 
in research on causal relationships and offer some 
advantages and disadvantages for each analysis. 
Nevertheless, what remains unclear is most of these 
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studies did not meet the rule of thumbs, 
appropriateness, justification as well as rationale to 
justify their data analysis. 

Furthermore, one should bear in mind that tourism, 
travel and hospitality research tend to have more error/ 
bias results. For instance, a respondent’s perceptions 
and opinions, which are mostly found in research based 
on a respondent’s perceptions (Yüksel, 2017). Error or 
biased results could also occur due to inaccurate 
responses from respondents. Therefore, if a tourism 
researcher intends to propose a research framework 
model that is highly complex or contains multiple 
equations in the path analysis to investigate the multiple 
relationships between latent variables or manifest 
variables, the Structural Equation Modelling (SEM) 
model is the most suitable option. 

The Structural Equation Modelling (SEM) model offers 
the advantage of minimizing large errors in each 
equation and simplifying the analysis with a large 
number of construct use in one research validating the 
instrument while running the analysis simultaneously 
(Henseler, Ringle, & Sinkovics, 2009; Nunkoo & 
Ramkissoon, 2011).  Chin (1998, p. vii) claimed that the 
SEM is an advantage for the first generation of 
multivariate analysis with multiple regressions because 
(a) the relationship model uses multiple predictors and 
criterion variables, (b) it may employ unobservable 
Latent Variables (LVs), (c) there is a model for errors in 
measurements for observed variables, and (d) 
statistically tests a priori substantive/theoretical and 
measurement assumption against empirical data (i.e., 
confirmatory analysis). However, to prevent misleading 
conclusions and gain a valid insight prior to the 
utilization of the SEM model as a statistical analysis 
tool, the researcher must first take into account 
theoretical, methodological and statistical analyses as 
three assessment indicators for the SEM method 
(Bagozzi, 1981, p. 375). Hair et al., (2014) argued that 
the researcher must choose approaches based on the 
context of the research as well as the suitability of the 
goal of the research. Therefore, the researcher should 
understand the characteristics of each of the tools and 
the objectives of these two different approaches; Co-
Variance-based SEM and Variance-based 
(Component) SEM.  

Co-Variance-based SEM and Variance-based 
(Component-based) SEM 
There are basically two types of approaches to key 
research methods for estimating the relationship in a 
structural equation model, which are Co-Variance 
Based SEM (CB-SEM) using AMOS, LISREL and ESQ 
packages and Variance-based  (Component-based) 

SEM or PLS-SEM using Partial least Square packages 
(Haenlein & Kaplan, 2004, p. 285; Henseler et al., 2009; 
Hair et al.,2014).  

Both of these SEM tools are widely applied in social 
science research, such as marketing research, 
because these two groups of “SEM methods are robust 
for estimating causal models with latent variables and 
provide simultaneous equation with a measurement for 
errors” (Henseler et al., 2009, p. 310). The CB-SEM 
method, in particular, gained more attention from 
researchers in terms of its application for multi 
relationship variable research and is claimed to be the 
most popular one between the two methods (Haenlein 
& Kaplan, 2004). The CB-SEM method provides the 
most efficient parameter estimates and overall test of 
model fits (Anderson & Gerbing, 1988). The application 
of Variance-based SEM like PLS has been gaining 
popularity in in the last five years as it has grown 
acceptance in high reputable journals in the marketing 
and strategic management discipline (Hair et al., 2014). 
This tool’s second generation technique is widely 
applied in social science research in multivariate 
analysis (Hair et al., 2014). What is interesting is that 
Variance-based SEM is sometimes used as an 
alternative method for the CB-SEM method if the 
various assumptions required in the CB-SEM method 
is unsatisfactory as a proposal for one’s research 
(Henseler et al., 2009; Monecke & Leisch, 2012). This 
approach is claimed as the most powerful analysis tool 
compared to the CB-SEM method (Henseler et al, 
2009, p.77). However, the results from using the CB-
SEM or PLS-SEM methods do not differ much. 
Compared to the rule of thumb for the CB-SEM method 
related to the “normality of distributions, minimum 
sample size, and maximum model complexity, or 
related methodological anomalies that occur in the 
process of model estimation”, the PLS-SEM method is 
considered as an alternative approach for theory 
testing (Hair et al p.18).  The PLS-SEM method is not 
sensitive to the case of small samples like the CB-SEM 
method and it works with a large number of constructs 
and indicators. Hair et al (2014, p.23) postulated that 
when it comes to larger data sets (n = 250 +) and larger 
number of indicators on variables (4+), the CB- SEM 
and PLS-SEM have similar results. In addition, 
applications of metric, quasi-metric, and categorical 
data are allowed in PLS-SEM (Hair et al., 2014). 
Furthermore, Fornel and Lacker (1981) suggested that 
once the model has no explanatory power, although 
their nature of research is theory-testing oriented, the 
researcher needs to focus on the relationship between 
observable constructs. 
 
CB SEM and PLS SEM Goals 
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Based on goals, the Covariance-based SEM (CB-SEM) 
method is primarily employed to confirm (or reject) 
theories, or “theory-testing”, while the Variance-based 
SEM or PLS –SEM method is primarily utilized to 
develop theories, or “theory-building”, in exploratory 
research or in causal modelling application (Anderson 
& Gerbing, 1988; Henseler et al., 2009; Joseph F Hair 
et al., 2014, p. 4). The CB-SEM method is aimed at 
using the model to explain the co-variation among all 
indicators. On the other hand, the PLS path modelling 
maximizes the explained variance of all dependent 
variables. Therefore, this supports a prediction-oriented 
goal instead of confirming a theory (Henseler et al., 
2009). Hair (2011, p.18) added that compared to the 
CB-SEM method, the PLS-SEM method is 
appropriately used when there is little prior knowledge 
on structural model relationships or the measurement 
of the construct or when the emphasis is more on 
exploration than confirmation. In other words, the PLS- 
SEM method is suitable if the primary objective of 
applying structural modelling is the prediction and 
explanation of a target construct where the theory is 
less developed. The PLS- SEM method is appropriate 
when the research objective is theory development and 
explanation of variance (prediction of the construct) 
(Anderson & Gerbing, 1988; Joseph F Hair et al., 2014, 
p. 14).  

One interesting note is the CB-SEM can also be used 
for either theory testing or theory building. Haenlin & 
Kaplan highlighted that “SEM can be (and often is) used 
to test (and consequently to either support or reject) 
theoretical assumptions with empirical data” (2004, p. 
286). In the case for research aimed at theory testing, 
the researcher needs to align with an adequate 
theoretical concept, as Fornell and Larcker (1981) 
argued that the CB-SEM is sensitive to a lack of 
significant theory. Hair et al (2011, p.620) postulated, 
“In all instance SEM analyses should be dictated first 
and foremost by a strong theoretical base”. It means 

that the CB-SEM method is strongly theoretical based. 
Haenlin & Kaplan (2004, p.286) strengthened this 
statement by saying that the CB-SEM method is often 
used as theory testing (either support or reject) 
theoretical assumption with empirical data. However, 
the SEM method is also allowed to be used for theory 
development and is commonly used for predictive-
oriented research like PLS-SEM. Therefore, before 
deciding to use this statistical tool, the researcher must 
prepare a strong theoretical concept as a rule of thumb.  

Meanwhile, it is important to understand about theory 
development. Theory is defined as “that body of 
logically interconnected propositions which provides an 
interpretative basis for understanding phenomenon” 
(Dann, Nash, & Pearce, 1988, p. 4). Bagozzi and 
Phillips (1982, p. 465) claimed that there are three 
different types of concepts for theories:    

a) theoretical concept “unobservable properties or 
attributes of a social unit or entity. “b) empirical concept 
“properties or relations whose presence or absence in 
a given case can be inter subjectively ascertained, 
under suitable circumstances, by direct observation"   
c) derived concept “like theoretical concepts, are 
unobservable. Unlike theoretical concepts, however, 
derived concepts must be tied directly to empirical 
concepts, and they are typically at lower levels of 
abstraction than theoretical concepts”. The relationship 
built in the researcher’s research context here refers to 
the third type of Bagozzi’s concept, which are the 
“correspondence rules” that “link to theoretical or 
derived to empirical concept and serve to provide 
empirical significance to theoretical terms” (1984. p.17).  
Hence, the researcher needs to understand the 
underlying theory and purpose of his or her research 
that leads to the understanding of theory testing or 
theory building in order to choose the appropriate 
statistical analysis tool (Henseler et al., 2009). 
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SEM better to handle a complexity modelling, simultaneous testing of relationship, robust data 

analysis technique than multiple regressions. 

Tourism Research 

Social 

Research 

Exploratory Research 

Prone to produce errors • Multi interrelated 

relationship 

• Complexity 

 

SEM is robust in 

modelling error 

measurement 
Multiple regressions 

can do one single 

dependent analysis  

Multiple regressions 

does not provide 

error measurement SEM provide an 

interrelated questions 

with one comprehensive 

technique (Hair et al , 

2010) 

Covariance-Based SEM Variance-Based SEM / PLS-SEM 

 

▪ Primarily used to confirm (or reject) 

theories, or comparison of 

alternative theories 

▪ Error terms require additional 

specification, such as the co 

variation 

▪ The structural model has non-

recursive relationships 

▪ The research requires a global 

goodness-of-fit criterion 

▪ Variables are measured on interval 

and ratio scale, have limitation on 

dealing with “truly” categorical 

variable 

 

▪ Use when theory the research objective is theory 

development 

▪ Use when the emphasis of research goal is more on 

exploration than confirmation 

▪ Use to predictive research (explanation of variance or 

prediction of the construct) 

▪ Use when there is little a priori knowledge on structural 

model relationships or the measurement of the construct 

▪ The goal is predicting key target constructs or 

identifying key “driver” constructs 

▪ The structural model us complex (many constructs and 

many indicators) 

▪ Robust when the sample is small, but larger sample size 

increases the precision of PLS-SEM estimations 

▪ Works with metric data, quasi-metric (ordinal scaled 

data, and binary coded variables (with certain 

restrictions) 

LISREL, AMOS, ESQ Partial Least Square 

Figure 1: SEM in Tourism Research 
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Source : Developed for this research (Hair, Black, Babin & Anderson(2011) ; Hair, Hult, Ringle & Sarstedt(2014) ; 
Haenlin and Kaplan (2004); Nunkoo & Ramkinsoon(2011) ; Henseler, Ringle & Sinkonvics(2009) 

Figure 1 provides an explanation on the framework for 
a multiple regression-based hierarchy rationale 
applied in tourism studies 

Rationale for Choosing PLS-SEM  
In this case, we will use an example of exploratory and 
predictive research with the following characteristics: 
interrelated relationship (multiple equations), 
complexity of model, predictive model and theory 
development. While there are three options of statistical 
analysis tools that may help with this research (multiple 
regression, CB-SEM and PLS- SEM), the four 
arguments below may help to justify that there is only 
one appropriate tool for this research sample.  

First, the context of the study claims to be predictive 
rather than confirmatory. It also is also a model with 
high complexity. The PLS-SEM method is confirmed to 
be the most suitable methodological analysis than the 
CB-SEM or ML. As this study emphasizes on causal 
relationships and theory development using 
Exploratory Factor Analysis, the PLS-SEM method is 
the most appropriate method for this research’s 
questions. Why? Because the PLS-SEM is more for 
suitable for research that has a predictive goal instead 
of a confirmatory goal. Compared to Covariance-Based 
SEM methods, like LISREL or AMOS which use 
Maximum Likelihood (ML), the PLS-SEM method is 
more often used for predictive-oriented research. 
LISREL founder Jöreskog (1982, p. 270) postulated 
that “ML is theory-oriented, emphasizes the transition 
from an exploratory to confirmatory factor analysis. PLS 
is primarily intended for causal-predictive analysis in 
situations of high complexity but low theoretical 
information”.  

Second, the study is part of a new theory development 
that uses an exploratory factor analysis to find a new 
scale. This new scale was developed based on the 
theoretical concept of one theory on the empirical-
based evidence. Thus, “the derived concept” is a result 
of empirical significance to theoretical terms, in which 
this relationship is defined as correspondence rules 
(Bagozzi, 1984, p. 17). The PLS-SEM is an appropriate 
tool because the researcher aims to test a new scale in 
a multiple regression-based analysis that has not been 
tested in previous studies. Hair et al (2012) suggested 
that the CB-SEM method is the opposite of an 
exploratory  technique. The researcher needs to 
specify which variables are associated with each 
construct and which variables require a theoretical 

base to explain each relationship path. Therefore, 
employing confirmatory factor analysis is not plausible 
because it cannot be applied to strong existing 
theoretical concepts. This also true on how the path 
analysis was built upon this new scale - without a strong 
former theory – which lead the researcher to suggest 
choosing the PLS-SEM method rather than the CB-
SEM method (i.e AMOS, Lisrel). Ainuddin, Beamish, 
Hulland and Rouse (2007) stated that the “use of PLS 
is especially suited to exploratory studies such as this, 
where the measures […] are new and the relationships 
[…] have not been previously tested” (p.56).  
Meanwhile, Tsang (2002, p. 841) argued that “PLS is 
particularly suitable for data analysis during the early 
stages of theory development where the theoretical 
model and its measure are not well formed”.  

This concludes that for theory development research, 
the PLS-SEM method is more suitable for a regression-
based approach in the second-generation compared to 
CB-SEM, as supported by Venaik, Midgley and 
Devinney (2005, p. 665), who stated, “At an early stage 
of development […] the regression based approach of 
PLS is considered more appropriate  than covariance-
based methods such as LISREL.”. Fornell & Lacker 
(1981) also supported this argument by postulating that 
PLS is one of the second-generation of multivariate 
analysis approaches (LISREL, AMOS and EQS are 
others) that combine theoretical and empirical 
knowledge in order to maximize the variance explained. 
Henseler et al., (2009) also asserted that CB-SEM 
method is the most appropriate statistical methodology 
in modelling where the prior theory is strong and further 
testing development is the goal (p.296). In addition, 
Anderson & Gerbing (1988) noted that the CB SEM 
method is suitable to “theory-testing” rather than “theory 
building”. Based on these arguments concerning the 
choice between Co-Variance and Variance-Based 
SEM models, tourism research with a theory 
development goal is suggested to opt to use the PLS-
SEM method because it is more suitable based on the 
second criteria for PLS-SEM justification.  

Third, this research uses a non-metric scale 
measurement. If more than one categorical latent 
variable is applied in a research, then using the PLS-
SEM method as a statistical analysis tool is more 
appropriate than the CB-SEM method, like AMOS or 
Lisrel. This was also justified by Bagozzi (1984, p. 384), 
who postulated that the LISREL’s disadvantage is that 
it was designed for variables measured based on at 
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least interval or ordinal scales, as suggested that “if 
many scale steps are used (say five to seven or more) 
LISREL may be used for most”. Meanwhile, this study 
uses nominal data using the dichotomous scale, which 
means the PLS-SEM is a more suitable methodological 
analysis tool. Mintu-Wimsat and Graham (2004, p. 352) 
use the PLS-SEM method because the PLS is able to 
minimize biases associated with […] dichotomous and 
ordinal measures”. Falk & Miller (1992; 5-6 in Gracia, 
2007) also supported this argument by stating PLS is 
flexible when a researcher’s manifest variables are 
categorical or if they have different levels of 
measurement”. 

Fourth, the complex model and the large number of 
constructs. If a tourism research paper is proposing a 
highly complex model and involves multiple constructs 
that consist of large number of indicators, the PLS-SEM 

method is more appropriate as a data analysis tool. Hair 
et al (2014); Haenlin and Kaplan (2004), agreed that 
there are no limitations on highly complex models when 
using the PLS-SEM method, which also allows a large 
number of indicators. This argument was also 
supported by Henseler et al (2009, p.283), who claimed 
that PLS could estimate highly complex models with 
latent and manifest variables. Likewise, Anderson and 
Gerbing Anderson and Gerbing (1984) argued CB-
SEM is not suitable for more complex research models 
because it could be affected by the decline of 
goodness-of-fit-indices. 

Overall, Table 1 provides a summary of the advantages 
and disadvantages of Multiple Regression, SEM with 
Covariance Bases (AMOS, LISREL, ESQ), SEM with 
Component Based (Partial Least Square).
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Table 1: Comparison between First- and Second-Generation Regression Models 

Source: Developed from Nunkoo & Ramkinsoon (2011); Hair et al (2014); Henseler (2009); Anderson and Gerbing 

(1982) 

Conclusion 
The above discussion highlights the importance of 
presenting a strong justification for choosing the 
appropriate data statistical analysis tool for regression-
based research in the first and second generation. In 
order to avoid the fundamental mistake often found in 
research methods, which is misleading data 
interpretation and analysis, this article has unravelled a 

comparison of each approach in order to choose the 
most suitable type of tool for research along with each 
approach’s advantages and disadvantages. Future 
exploratory research in tourism studies is suggested to 
in to carefully understand the nature and aim of the 
research in addition to presenting a rigorous method of 
justification that could produce a sound and robust 
research paper.
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